
Privacy



Privacy != Security
• Security is about adversaries

• Integrity

• Confidentiality

• But privacy is about requirements

• When you say "confidential" — what? and from whom?



Privacy Is Personal
• Different people have different privacy concerns

• Job seekers

• Early adopters may expect more risk

• People in different countries have different expectations (Norway & 
Sweden have public tax returns)

• Vulnerable populations in repressive regimes



Data Protection Principles (Sommerville)
• Awareness and control (users should know and control what data are collected)

• Purpose (tell users why data are being collected; only use data for those purposes)

• Consent (have consent before disclosing data to others)

• Data lifetime (only keep data for as long as needed)

• Secure storage

• Discovery and error correction (allow users to find out what data you store and correct errors)

• Location (don't store data where weaker protection laws apply)



Two Topics Today

• Differential privacy (injecting noise to enable privacy-preserving data 
analysis)

• Privacy policies



Protecting Sensitive Responses
• Survey students: ask if they cheated on the exam

• But surely they'd refuse to tell the truth

• Ask each student to flip a coin

• If heads, tell the truth

• If tails, flip a second coin and report its result

• Even if personally identifiable results are published, still can't tell who cheated!



Estimating Cheating
• c is the fraction of students who cheated

• r is the number who report cheating
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Differential Privacy

• General principle: adding noise to data protects identities

• Question: how much noise is needed?

• Answer: depends on how safe you want to be



A Risky Data Set
• Assume: you don't want the world to know 

you have cancer

• Rows 1 and 3 are the same except for your 
name

• You're OK releasing this data set if no one will 
know YOUR NAME is in it

• Proposal: scramble the data randomly with 
mechanism M.

• Intuition: an adversary shouldn't be able to tell 
whether YOUR NAME was in there.

Name Has Cancer

Someone TRUE

Someone else FALSE

YOU TRUE



Differential Privacy Definition
• Database consists of a collection of rows. 

• Goal: protect rows using mechanism M, which maps rows to randomly-chosen vectors

• M is ε-differentially private if adding or removing a row only affects the probability of any 
outcome by a small factor

• Definition: A randomized mechanism M is ε-differentially private if for all data sets D1 
and D2 differing on at most one element, and all S ⊆ Range(M):

• Pr[M(D1) ∈ S] ≤ exp(ε) × Pr[M(D2) ∈ S] note: exp(ε) ≈ 1+ε for small ε
For more detail, see Dwork and Roth: https://privacytools.seas.harvard.edu/files/privacytools/files/the_algorithmic_foundations_of_differential_privacy_0.pdf



• Adversary sees M(D1) and tries to guess whether YOUR data is included in the 
original data set

• But if M(D1) = M(D2), the adversary has no hope (no data leakage at all)

• But maybe you can't do anything useful with the data

• Presumably M(D1) ≠ M(D2), but by how much?

• If ε = 0, there is no leakage (but maybe we can't come up with a good M)

• Larger ε means more leakage (but allows stronger data usage)

• Pr[M(D1) ∈ S] ≤ exp(ε) × Pr[M(D2) ∈ S]



Privacy Budget

• Previous definition pertains to one query

• Each query leaks data

• So you have to be careful how many queries you allow!



Real World Usage

• U.S. Census

• Apple feature usage data

• Facebook

https://research.facebook.com/blog/2020/2/new-privacy-protected-facebook-data-for-independent-research-on-social-medias-impact-on-democracy/



Which of the Following Best Describes 
Differential Privacy?

A.  A technique that ensures data is encrypted before being stored in a database.

B. A process of anonymizing data by removing all personally identifiable 
information.

C. A software tool used to detect and prevent unauthorized access to databases.

D. A statistical method that adds noise to data to protect individual privacy while 
maintaining the utility of the dataset.



Activity: Privacy Policies

• What do you want to know about privacy (as a user)?

• What do privacy policies actually say?

• What will you put in your privacy policy?





What Do You Want To Know?
• Scenario

• You are considering using a video streaming service.

• Of course, the service will know which videos you have watched.

• To sign up, link your Facebook account so the service can see who your friends are.

• Or pay $10/month for a version with ads.

• What do you want to see in the privacy policy?



Research on Privacy Policies
• McDonald et al. compared three formats:

• Layered (short, standardized form + full policy)

• Privacy Finder report (standardized)

• Conventional (non-standardized)

• Standardized formats improved speed
McDonald, Aleecia M., et al. "A comparative study of online privacy policies and formats." International 
Symposium on Privacy Enhancing Technologies Symposium. Berlin, Heidelberg: Springer Berlin Heidelberg, 2009.



Figure 1: Privacy Finder’s privacy report screen.

online purchasing decisions. The study consisted of three
stages: a screening survey, a laboratory experiment, and an
exit survey.

Study participants were students at Carnegie Mellon Uni-
versity. Advertisements were posted throughout the campus
and on a high-tra�c online student bulletin board. Prospec-
tive participants interested in the study were instructed to
respond via email. These methods of solicitation helped to
ensure that participants were at the very least familiar with
email communication, and were able to use computers for
basic tasks. We had four prerequisites for this study. Par-
ticipants had to be at least 18 years of age, had to have a
personal credit card, had to have had at least one previous
online shopping experience, and had to express at least a
minimal level of privacy concern in response to the privacy-
related questions on our screening survey.

We selected 24 participants and randomly divided them
into two separate groups, a control and an experimental
group. Both groups were told that they were taking part
in an online shopping study. The control group searched for
products with a version of the Privacy Finder that did not
actually report any privacy policy information. The exper-
imental group participants used a modified version of the
full Privacy Finder service. Participants were told that they
would be making purchases with their own credit cards and
that they would be reimbursed for their purchases and paid
an additional $10 for their participation in the study.

3.1 Screening Survey
A screening survey containing twenty-two questions was

administered by email to those who responded to the adver-
tisements that were placed online and around campus. The
screening survey was used primarily to make sure partici-
pants met the four pre-requisites for the study. It was also
used to gain a better understanding of participants’ privacy
concerns and so that we could verify that the information
presented by Privacy Finder addressed these concerns. Re-
spondents who were deemed eligible to participate were later
contacted to set up an appointment to complete the shop-
ping experiment.

The self-reported privacy preferences of the twenty-four
participants selected for the study can be seen in Table 3.

3.2 Laboratory Experiment
The laboratory experiment involved participants using a

search engine to select web sites from which to purchase
two specified products. In the subsections that follow, we
explain our choice of products, our experimental setup, and
the experimental protocol.

3.2.1 Product Selection
We decided to select two products for participants to pur-

chase. We looked for one product that would be typical of
a business or household purchase and would not raise any
particular privacy concerns in and of itself (thus the privacy
concerns associated with the purchase would largely be re-
lated to concerns about the use and disclosure of payment
and contact information). We looked for a second “privacy
sensitive” product that would be likely to raise additional
privacy concerns because participants might feel uncomfort-
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Privacy Nutrition Labels (CHI 2010)

• Standardized presentations had a positive effect on accuracy, speed, 
and enjoyment



Figure 1. An example of a standardized table is shown on the left, and a standardized short table on the right. The comparison highlights the rows
deleted to “shorten” this version. These deleted rows are listed directly below the table. While both formats contain the legend (bottom right), it is
displayed only on the right here due to space constraints.

have already been deployed by major corporations, making
them a viable, real world summary format for privacy poli-
cies. These policies were stripped of brand information, but
the formatting and styles were retained.

METHODOLOGY
We conducted an online user study in summer 2009 using
Amazon’s Mechanical Turk and a tool we developed called
Surveyor’s Point. Mechanical Turk offers workers the abil-
ity to perform short tasks and get compensated. People can
place jobs through Mechanical Turk, specifying the number
of workers they are looking for, necessary qualifications, the
amount they are willing to pay, and details about the task.
Mechanical Turk payments are generally calibrated for the
length of the task. For our approximately 15-minute study,
we paid $0.75 on successful completion.

We developed a custom survey-management tool called Sur-
veyor’s Point to facilitate our data collection. Our implemen-
tation allows us to show respondents a single question on the
screen along with links for switching back and forth between
two policies within a single browser window. This allowed
us to track the number of users who looked at each policy
and the number of times they switched between them. Addi-
tionally, Surveyor’s Point allowed us to collect the amount of
time that users spent reading the policies, as well as informa-
tion about whether they clicked through to opt-out forms, to
additional policy information links, or from a layered notice
through to the full text policy.

In preparation for this study we first performed three smaller
pilot tests of our survey framework. We ran our pilot studies
with approximately thirty users each, across 2-3 conditions.
Our pilot studies helped us to finalize remaining design de-
cisions surrounding the standardized short table, refine our
questionnaire, and test the integration of Surveyor’s Point
with Mechanical Turk.2

We then conducted our large-scale study and completed the
analysis with 764 participants (409 female, 355 male), ran-
domly assigned to five conditions (see Table 1): full policy
text, standardized table, standardized short table, standard-
ized short text, and layered text. We dropped 25 additional
participants from the study prior to analysis due to incom-
plete data or for completing the study in an amount of time
that indicated inadequate attention to the task (defined as
time on task that was two standard deviations lower than the
mean). We chose a between-subjects design to remove learn-
ing effects and ensure the study could be completed within
about 15 minutes. Participants in each condition followed
the same protocol; only the policy format differed.

Policies
We selected policies for the study from companies that con-
sumers would conceivably interact with. We narrowed our

2The two systems are linked using a shared key that Surveyor’s
Point generates on the completion of our survey, which a participant
then enters back into Mechanical Turk. This allows us to link an
entry in Mechanical Turk with an entry in Surveyor’s Point and
verify the worker completed the survey before payment.

CHI 2010: Privacy April 10–15, 2010, Atlanta, GA, USA
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Privacy Nutrition Labels





More Results

• Privacy Finder formats were slightly more trusted

• Formats were equally pleasurable



Evidence Suggests That Privacy Policies May 
Be More Readable When…

A. They include very clear legal language so they can be interpreted 
unambiguously.

B. They are visually appealing.

C. They follow a standardized format.

D. They are formalized with math and logic to ensure software follows 
the advertised policies.



Exercise: Reading Privacy Policies

• Take Netflix's policy as an example (https://help.netflix.com/legal/
privacy)

• Extract: what information can Netflix share, and with whom?

https://help.netflix.com/legal/privacy
https://help.netflix.com/legal/privacy

